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Optimization of Buffer Networks
via DC Programming

Chengyan Zhao , Member, IEEE, Kazunori Sakurama , Member, IEEE, and Masaki Ogura , Member, IEEE

Abstract—This brief is concerned with the H2 and H∞ norm-
constrained optimization problems of dynamic buffer networks.
The extended network model is introduced first, wherein the
weights of all edges can be tuned independently. Because of the
emerging nonconvexity of the extended model, previous results of
positive linear systems failed to address this situation. By resort-
ing to the log–log convexity of a class of nonlinear functions called
posynomials, the optimization problems can be reduced to differ-
ential convex programming problems. The proposed framework
is illustrated for large-scale networks.

Index Terms—Positive linear system, H2 norm, H∞ norm,
buffer network, car-sharing service, posynomial, DC program-
ming, nonconvex optimization.

I. INTRODUCTION

THE STUDY of buffer networks has recently emerged
when the nodes among them behave as buffers to

exchange the inflow/outflow with their neighboring nodes. The
interest for the conduct of this brief has been triggered by a
variety of applications, such as environment [1], power [2], and
network-on-chip design [3]. There is also an emerging applica-
tion in the area of mobility systems, such as the optimization
of traffic flows [4], [5], [6] and the design of efficient and
effective mobility-on-demand systems [7], [8]. One of the
standard models used for the study of buffer networks is
the positive linear system model [9]. Based on this model,
many fundamental problems related to control and optimiza-
tions have been studied. For example, stability analysis has
been investigated in [10], [11]. Similarly, the positive linear
system model allows the study of control and optimization
problems [12]. Moreover, the robust control problem has been
studied in [13], [14].

To achieve network optimization, the problem formulation
in [12] assumes that the coefficient on the outlet edges of a

Manuscript received 12 September 2022; accepted 30 September 2022. Date
of publication 10 October 2022; date of current version 9 February 2023.
This work was supported in part by the Joint Project of Kyoto University
and Toyota Motor Corporation, titled “Advanced Mathematical Science for
Mobility Society.” This brief was recommended by Associate Editor X. Wu.
(Corresponding author: Masaki Ogura.)

Chengyan Zhao is with the Graduate School of Science and
Engineering, Ritsumeikan University, Kusatsu 525-8577, Shiga, Japan (e-mail:
c-zhao@fc.ritsumei.ac.jp).

Kazunori Sakurama is with the Graduate School of Informatics, Kyoto
University, Kyoto 606-8501, Japan (e-mail: sakurama@i.kyoto-u.ac.jp).

Masaki Ogura is with the Graduate School of Information Science
and Technology, Osaka University, Suita 565-0871, Osaka, Japan (e-mail:
m-ogura@ist.osaka-u.ac.jp).

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/TCSII.2022.3212693.

Digital Object Identifier 10.1109/TCSII.2022.3212693

node is constrained to have only one variable. However, in
the real buffer network optimization problem, it is ideal that
all edges in the network are independently adjusted to achieve
maximum flexibility. Therefore, in this brief, we first extend
the buffer network model in [12] to allow each edge to be
designed independently. This extension expands the adjustable
area of the state matrix from the diagonals to all other
entries. We then formulate the H2 and H∞ norm-constrained
optimization problems and postulate an assumption on the
cost function and variable constraints. Finally, we propose
a tractable but rigorous framework to solve the optimization
problems via a standard nonconvex optimization programming
referred to as differential convex (DC) programming [15], [16].

During the past decades, theoretical research on system con-
trol of buffer networks mainly derived from positive linear
systems [17]. The authors in [18] and [19] indicated that struc-
tured stabilization problems for positive linear systems can
be solved by a linear program and linear matrix inequalities,
respectively. It was shown in [20] that for positive systems,
the Kalman–Yakubovich–Popov lemma can be formulated in
terms of a diagonal matrix. In [12], the authors presented
a framework to solve the optimal control of positive linear
systems via geometric programming. However, the aforemen-
tioned results reveal the limitation on the convexity of positive
linear systems only when the diagonals of the state matrix are
adjustable. Moreover, to efficiently reduce the buffer in the
transportation and power networks, all the edges should be
designed independently with complete freedom. Motivated by
these results, we first extend the adjustable field from the diag-
onals to all entries. Although the extended problems become
nonconvex optimization problems, the proposed framework
using standard DC programming can also successfully solve
them with high efficiency.

The brief is structured as follows. The extended buffer
network model is introduced in Section II. In Section III,
H2 and H∞ optimization problems are presented. Section IV
is devoted to the proposed results in terms of DC program.
Numerical simulations are presented in Section V.

The following notations are used in this brief. Let R, R+,
and R++ denote the set of real, nonnegative, and positive num-
bers, respectively. The set of corresponding vectors of size
n are denoted by R

n, Rn+, and R
n++, respectively. We let 1

denote a column vector with all entries set to unity. The iden-
tity and zero matrices of order n are denoted by In and On,
respectively. The real matrix A is said to be non-negative
(positive), and is denoted by A ≥ 0 (A > 0), if all entries
of A are non-negative (positive). The notion B < A is defined
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as B − A < 0. Let the Hadamard product of matrices A and B
be denoted by A�B. Let A⊗B denote the Kronecker product
of matrices A and B. If A and B are square, the Kronecker
sum of A and B is defined as A ⊕ B = A ⊗ Im + In ⊗ B,
where n and m denote the orders of A and B, respectively.
We define the entry-wise exponential operation of a real vec-
tor v as exp [v] = [exp v1, . . . , exp vn]� and the entry-wise
logarithm operation as log [v] = [ log v1, . . . , log vn]�. For a
vector v with scalar entries v1, . . . , vn, we use diag(v1, . . . , vn)

to denote the diagonal matrix.

II. DYNAMICAL BUFFER NETWORK

In this section, we first give the description of our model in
Section II-A. We then present an example in Section II-B.

A. Model Description

Consider a weighted, directed buffer network (for example,
e.g., [9], [12]) defined by the graph G = (V, E,W), where
V = {v1, . . . , vn} denotes the set of n nodes within the network
and E = {e1, . . . , em} ⊆ V × V is the set of directed edges.
Because the graph G is weighted, a positive and fixed weight
we�

is assigned to an edge e�. The scalar wij is defined as the
weight of the edge (i, j). Thus, the adjacency matrix AG ∈
R

n×n of the graph G is given by

[AG]ij =
{

wji, if (j, i) ∈ E,

0, otherwise.

The set of in-neighborhoods of node i is defined by N in
i =

{j ∈ V : (j, i) ∈ E}. Similarly, the set of out-neighborhoods is
defined by N out

i = {j ∈ V : (i, j) ∈ E}.
In this brief, we place the following assumption on the struc-

ture of the network. Suppose that there exist two special sets
of nodes that serve as origins (i.e., the nodes having an empty
in-neighborhood node) and destinations (i.e., the nodes having
an empty out-neighborhood node). We let Vo = {1, . . . , |Vo|}
and Vd denote the set of origins and destinations of the buffer
network, respectively. We then consider the dynamic process
of the buffer network expressed by the following differential
equations,

dxi

dt
=

⎧⎪⎨
⎪⎩

f in
i − ∑

j∈N out
i

uij, if i ∈ Vo,∑
j∈N in

i
uji − ∑

j∈N out
i

uij, if i /∈ Vo ∪ Vd,∑
j∈N in

i
uji − f out

i , if i ∈ Vd,

(1)

where xi (i = {1, . . . , n}) represents buffer variable in node i,
uij is the volume of flow from node i to j, and f in

i and f out
i

denote the inlet and outlet effects, respectively.
In this brief, the flows among the buffer network are

assumed to obey the following linear form:

f out
i = βixi, uij = δijwijxi, (2)

where β = {βi}i∈Vd and δ = {δij}(i,j)∈E are the parameters to
be tuned in the next section. Herein, unlike the problem formu-
lation in [12], where the volume of flow uij = φiwijxi depends
on one parameter, we allow uij to be designed independently
on the parameter of each edge.

To measure the performance of the buffer network, we adopt
the output y = [x� αu�]�, where α > 0 is a weight constant

and u ∈ R
n×n+ includes the information of the edges. If we

define the matrix B and D by

Bij =
{

βi, if i = j,
0, otherwise,

Dij =
{

δji, if (i, j) ∈ E,

0, otherwise,

then the dynamic model can then be expressed as

� :

{ dx

dt
= (

D � AG − diag
(
1�(D � AG)

) − B
)
x + Ginf in,

y = Gout(δ)x,

where the vector f in and the matrices Gin, Gout(δ) are defined
by f in = [f in

1 · · · f in
|Vo|]

� and

Gin =
[

I|Vo|
On−|Vo|,|Vo|

]
, Gout(δ) =

[
In

αH(δ)

]
. (3)

The matrix H(δ) is defined by H(δ)�i = we�
if i = e�(1)

and H(δ)�i = 0 otherwise. For each edge e�, we use
the notation e� = (e�(1), e�(2)), wherein the nodes e�(1)

and e�(2) denote the origin and destination of the edge, respec-
tively. Since Gin and Gout(δ) are nonnegative matrices and
D � AG − diag(1�(D � AG)) − B is the Metzler matrix, fol-
lowing the definition in [17], the dynamic model (3) is the
positive linear system.

B. Example: Car-Sharing Service

Let us consider a one-way car-sharing service wherein the
stations providing parking slots for customers renting vehicles
at any stations. In spite of its convenience, this service has the
drawback of the uneven distribution of vehicles, which causes
parking slots or vehicles to be unavailable at particular sta-
tions. To reduce the uneven distribution, dynamics pricing is
promising, which controls the demand of customers by adjust-
ing usage prices in real-time. Here, we discuss how we can
determine the prices for efficient control.

First, we construct a mathematical model of the system
of the one-way car-sharing service according to the authors’
previous paper [21]. Let n be the number of stations in an
area. Each station corresponds to a node in V . Let xi ∈ R+
(i ∈ V) be the expectation of the number of vehicles parking at
station i. The possible usage between stations is described by
an edge set E . Let uij ∈ R+ ((i, j) ∈ E) be the expectation of
the number of customers who travel from station i to j within
a time interval. Let f in

i ∈ R+ (f out
i ∈ R+) be the expectation

of the number of vehicles moving to (from) this area from (to)
other areas. Then, this system is modeled as equation (1).

Next, we construct a model of the demand of customers
which can change with prices. Assume that the expectation
of the demand is ūij(t) ∈ R+ when the price is p̄ij(t) ∈ R+
and that the change of the demand is governed with an affine
model around this point. Let pij ∈ R+ be the price for traveling
from stations i to j, and let δij ∈ R+ be the price elasticity.
Then, the affine model is given as

uij = ūij − δij(pij − p̄ij). (4)

As a pricing strategy, the price pij is adjusted according to the
number xi of vehicles at station i as follows:

pij = p̂ij − wijxi, (5)
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where p̂ij ∈ R+ and wij ∈ R+ are design parameters. We set
p̂ij = p̄ij + ūij/δij, and from (4) and (5), the demand model is
reduced to uij = ūij −δij(pij − p̄ij) = ūij −δij(p̂ij −wijxi − p̄ij) =
δijwijxi. This corresponds to the equation (2).

III. PROBLEM FORMULATION

Following the formulation in the previous section, we
assume that the decay rates of node i and directed edge
ij can be tuned by the parameters βi and δij to improve
the performance of the buffer network. Calculation of the
sum of all variables yields the cost function L(β, δ) =∑

i∈Vd
gi(βi) + ∑

(i,j)∈E hij(δij), where the variables are tuned
within the following intervals

0 < βi ≤ β̄i, 0 < δij ≤ δ̄ij. (6)

In this brief, we adopt H2 and H∞ norms to measure the
performance of the buffer network. If system � is stable, then

the H2 norm is defined by ‖�‖2 =
√∫ ∞

0 tr(�(t)�(t)�)dt,
where �(·) is the impulse response of the system �, and tr(·)
denotes the trace of a matrix. Likewise, if system � is sta-
ble, then the H∞ norm of the system is defined as ‖�‖∞ =
supw∈L2 ‖�∗w‖2/‖w‖2, where � �= 0 and ∗ denotes a convo-
lution product and L2 = { f : [0,∞) → R

n | ∫ ∞
0 ‖f (t)‖2dt <

∞} denotes the space of Lebesgue measurement functions.
We are now ready to state the optimization problems studied

in this brief.
Problem 1 (H2 Norm-Constrained Optimization): Given

the desired H2 performance γ2 > 0, find the parameters β

and δ minimizing the parameter tuning cost L(β, δ), under the
constraint that the parameter constraints (6) are satisfied, � is
stable, and the system requirement ‖�‖2 < γ2 is satisfied.

Problem 2 (H∞ Norm-Constrained Optimization): Given
the desired H∞ performance γ∞ > 0. Find the parameters
β and δ minimizing the parameter tuning cost L(β, δ), under
the constraint that the parameter constraints (6) are satisfied, �

is stable, and the system requirement ‖�‖∞ < γ∞ is satisfied.
The difficulty of solving Problem 1 and Problem 2 mainly

stems from the extended model (3), with the introduction of δij,
the problems are no longer convex and can not be solved by
GP programming.

IV. MAIN RESULTS

In this section, we present the solutions to the H2 and H∞
norm-constrained optimization problems in terms of DC pro-
gramming [15], [16]. We begin this section by introducing the
preliminary knowledge of posynomials, DC functions, and DC
program to derive the main results.

Definition 1: Let v1, . . . , and vn denote n real positive vari-
ables. We state that a real function g(v) is a monomial if c > 0
and a1, . . . , an ∈ R such that g(v) = cva1

1 · · · van
n . We state that

a real function f (v) is a posynomial [22] if f is the sum of the
monomials of v.

The following lemma shows the log-convexity of posyno-
mials [22].

Lemma 1: If f : R
n++ → R++ is a posynomial function,

then the log-transformed function F : R
n → R : w �→

log [f (exp [w])] is convex.

The property shown in Lemma 1 enables us to build a rela-
tionship with a general class of mathematical programming
that deals with the difference between two convex functions,
called DC programming.

Definition 2 (DC Functions [15]): Let C be a convex subset
of R

n . A real-valued function f : C → R is called a DC
function on C if there exist two convex functions g, h : C → R

such that f can be expressed in the form f (x) = g(x) − h(x).
In principle, every continuous function can be approximated

by a DC function with the desired precision. Based on decom-
position methods [15], it is possible to convert a nonconvex
optimization problem to a DC programming problem.

Definition 3 (DC Programming Problem [15]):
Programming problems dealing with DC functions are
called DC programming problems. Let C be a closed convex
subset of R

n, and the general form of DC programming
problem considered in this brief is

minimize
x∈C

f0(x)

subject to fi(x) ≤ 0, i = 1, . . . , m,

where f0(x) = g0(x) − h0(x) and fi(x) = gi(x) − hi(x) are the
differences of the two convex functions.

To optimally solve the DC programming problem, we can
choose the branch-and-bound type and outer-approximation
algorithms [23], which lead to more efficient procedures.
Subject to the proper assumption for the cost function, we
show that Problems 1 and 2 can be transformed to DC
programming problems.

Assumption 1: The functions gi(βi) and hij(δij) are posyn-
omials for all i and j.

To present the results concisely, we let Gin
j and Gout

i (δ)

denote the jth column and ith row of the matrices Gin

and Gout(δ), respectively, and define the n2-dimensional col-
umn and row vectors G̃in = ∑|Vo|

j=1 Gin
j ⊗ Gin

j and G̃out(δ) =∑n+m
i=1 Gout

i (δ) ⊗ Gout
i (δ).

Theorem 1: Under Assumption 1, the solution of Problem 1
is given by the solution of the following DC programming
problem,

minimize
γ,η∈R

μ∈Rn2
++

log L(exp [γ ], exp [η])

subject to log [G̃out(exp [η])μ] − log [γ 2
2 ] < 0,

log [(exp [η] � AG) ⊕ (exp [η] � AG)μ + G̃in]

− log [(diag(1� exp [η] � AG) + exp [γ ])

⊕(diag(1� exp [η] � AG) + exp [γ ])μ] < 0,

log [ exp [γ ]] − log [ exp [γ̄ ]] < 0,

log [ exp [η]] − log [ exp [η̄]] < 0.

The solution of Problem 1 is then given by

B = exp [γ ], D = exp [η]. (7)

Proof: Based on Section II, model (3) is a standard posi-
tive linear system. Resorting to the stability result of positive
linear system in Proposition 3.4 [12], we can show that if the
buffer network � is internally stable and ‖�‖2 < γ2, then the
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following problem is equivalent to Problem 1:

minimize
β,δ∈�,μ∈Rn2

++
L(β, δ) (8a)

subject to G̃out(δ)μ < γ 2
2 , (8b)

(AG(β, δ) ⊕ AG(β, δ))μ + G̃in < 0, (8c)

(6). (8d)

From the observation in (3), AG(β, δ) includes the differ-
ence of posynomials, therefore, (8) is no longer a geomet-
ric programming (GP) programming problem [22]. For this
situation, we resort to the log–log convexity of the posyn-
omials in Lemma 1 for reducing (8) into DC programming
problem. According to Definition 1 and Assumption 1, the
sum of gi and hij in (8a) is the sum of monomials in essence.
Thus, (8a) is also a posynomial function. The log–log trans-
formation of (8a) subtracts 0 that satisfies the DC functions
in Definition 3. For the constraint (8b), the entries in which
the vector obtained by the sum of the Kronecker product of
the non-negative vectors G̃in and G̃out are also posynomials.
Because μ is a positive vector and γ 2

2 is a positive num-
ber, (8b) is the difference between two posynomials, which can
be successfully transformed to DC functions by the log–log
transformation. For (8c), we let AG(β, δ) = ÃG(δ) − R(β, δ),

where all the elements in ÃG(δ) = D � AG and R(β, δ) =
diag(1�(D � AG)) + B are either posynomials or zero.
Thus, (8c) is equivalent to (̃AG(δ)⊕ÃG(δ))μ+G̃in−(R(β, δ)⊕
R(β, δ)) μ < 0, which shows the difference between the two
materials. Similarly, (8c) can also be transformed to DC func-
tions. For (8d), we can directly obtain the variable constraints
in the form of DC functions from (6). Hence, Theorem 1
is a DC programming problem. This completes the proof of
theorem.

Theorem 1 shows that Problem 1 can be turned into an
equivalent DC program. A similar result is true also for
Problem 2.

Theorem 2: Under the aforementioned assumptions and
lemma, the solution of Problem 2 is given by the solution
of the following DC programming problem,

minimize
γ,η∈R,ξ,ζ∈Rn++
μ∈Rnin++,ν∈Rnout++

log L(exp [γ ], exp [η])

subject to log [Gout(exp [η])ξ ] − log [γ∞ν] < 0,

log [(exp [η] � AG)ξ + Ginμ] −
log [(diag(1� exp [η] � AG) + exp [γ ])ξ ] < 0,

log [Gin�ζ ] − log [γ∞μ] < 0,

log [(exp [η] � AG)�ζ + Gout(exp [η])�ν] −
log [(diag(1� exp [η] � AG) + exp [γ ])�ζ ] < 0,

log [ exp [γ ]] − log [ exp [γ̄ ]] < 0,

log [ exp [η]] − log [ exp [η̄]] < 0.

The solution of Problem 2 is then given by (7).
Proof: Relying on the H∞ stability results in

Proposition 4.4 [12] which shows that if the positive
linear system � is internally stable and ‖�‖∞ < γ∞, we can
show that the following optimization problem is equivalent to

Fig. 1. Buffer network comprising 30 nodes (red: origin, blue: destination).

Problem 2:

minimize
β,δ∈�,ξ,ζ∈Rn++
μ∈Rnin++,ν∈Rnout++

L(β, δ) (9a)

subject to Gout(δ)ξ < γ∞ν, (9b)

AG(β, δ)ξ + Ginμ < 0, (9c)

Gin�ζ < γ∞μ, (9d)

AG(β, δ)�ζ + Gout�(δ)ν < 0, (9e)

(6). (9f)

Based on the results in Theorem 1, we start the proof
from (9b). Because Gout(δ), ξ , and ν are non-negative matri-
ces, the entries in the product vectors Gout(δ)ξ and γ∞ν are
either posynomials or zero. In a manner similar to the proof
of (8c), constraint (9c) is equivalent to ÃG(δ)ξ + Ginμ −
R(β, δ)ξ < 0, which shows the difference between the two
non-negative matrices. Similarly, the existence of DC func-
tions from (9d) and (9e) can also be obtained using the ways
of (9b) and (9c). By taking Lemma 1, problem (9) is reduced
to the DC programming problem.

V. NUMERICAL SIMULATION

In the numerical simulation, we build a buffer network with
a relatively large size (30 nodes), as shown in Fig. 1. We set
the network structure to contain one origin, one destination,
and 60 edges. Thus, we fix AG and β = [0, . . . , 0, β1]. In
the traffic control problem, since the buffer content on each
node is the major concern, we set α = 0. In addition, we let
Gin = [1, 0, . . . , 0] and Gout = 1� for the network. We simply
set the linear correlation gi(βi) = βi and hij(δij) = δij for the
decay rate on the destination and the flow rate on each edge,
respectively, thus indicating that the increment in the variable
has a positive correlation with the tuning cost.

We adopt the H∞ norm-optimized DC programming
problem under the total parameter cost constraint L̄ varying
between [100, 500]. As the solver for simulation, we resort to
the proximal bundle method [23] to solve the DC program. As
a comparison between the model in [12] and this brief and their
corresponding computation frameworks, we reduce the DC
problem to GP problem through adding the constraint δij = δik

for all k, which coincides with that in [12]. In Fig. 2, the tri-
angles show the optimized γ∞ for various L̄, and the circles
show the optimal solution of the original problem [12] solved
by geometric programming. Fig. 2 shows that under the same
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Fig. 2. Optimized H∞ norm versus the cost constraints.

Fig. 3. Plot of the γ∞DC/γ∞GP ratio versus the size of network. γ∞DC:
the optimized H∞ norm solved by Theorem 2. γ∞GP: optimal H∞ norm
solved by geometric programming (colorbar: size of network).

cost constraint L̄, our results exhibit a higher performance in
the design of the buffer network. Due to the non-convexity of
the non-constrained problem, DC programming would not nec-
essarily ensure the globally optimal solution. In other words,
it is within the bounds of possibility that DC programming
shows the lower performance than GP. To make a comprehen-
sive research on various network sizes and structures, we set
the ratio between the number of variables and the cost con-
straint to be a constant N/L = 1/5 as the offset against the
variety of the network size. This effectiveness is reinforced by
the comprehensive simulations in Fig. 3 that the γ∞DC/γ∞GP

ratio represented by the color dots are all located below the
γ∞DC/γ∞GP = 1 dashed line.

VI. CONCLUSION

In this brief, we studied the H2 and H∞ norm-constrained
optimization problems for dynamic buffer networks. In the
problem formulation, we relaxed the adjustable region of the
buffer network to all its edges, and formulated the extended
optimization problems. Adhering to the mild assumption of
the cost function, the extended optimization problems can
be reduced to standard DC programming problems through
the log–log convexity property of the posynomials. Numerical
simulations are presented to illustrate the numerical scalability
of the proposed optimization framework as well as its effec-
tiveness. Several research directions should be pursued. One
such direction is considering the L1-induced norm. Another

direction is the application of our findings to the socio-
technical systems and higher-order multi-agent systems [24].
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